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Examination of witnesses 
Dan Conway, Arnav Joshi, Richard Mollet and Dr Hayleigh Bosher. 

Q51 The Chair:  
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Dan Conway:  Thank you very much. I would be delighted. The first thing 
to say is that large language models and technological advancements in 
this area are a force for good and are hugely exciting. The creative 
industries will be innovating alongside that technology, so I do not want to 
position us as being antithetical to that sort of innovation, but the truth is 
that current market conditions mean that AI is not being developed in a 
safe, responsible, reliable and ethical way. That is because large language 
models are infringing copyrighted content on an absolutely massive scale.  

We know this in the publishing industry because of the existence of 
something called the Books3 database, a database of 120,000 pirated book 
titles that we know have been ingested by large language models. We also 
know, because of the outputs of the models—what is coming out of the 
other end of the processes—that the ingested content has to be published 
book content. So we know that the content is being ingested on an 
absolutely massive scale by large language models, and they are not 
currently licensing them. You quoted them saying that they were being 
compliant with IP law. Respectfully, they are not currently compliant with 
IP law. 

We have had conversations with technical experts about the processes 
undergone by these large language models. It is our contention to the 
committee that these large language models infringe copyright at multiple 
parts of the process: when they collect the information, how they store the 
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If you do not have that permission in the UK, it is an infringement. As I 
say, they might be saying that from a different jurisdictional perspective, 
but I do not know.  

Lord Foster of Bath:  Thank you. I know that my colleagues want to look 
at how we can move forward in more detail, so we will leave it there. 

The Chair:  Can I check something with you, Dr Bosher? You said that 
some AI developers have complied with the law, but some of them have 
not sought a licence and are therefore, in your view, non-compliant. Are 
you able to give us an example of the latter?  

Dr Hayleigh Bosher:  The only one I know is Musiio, because I have 
spoken to the person who founded it. There is no transparency, as has 
been picked up already, so there are a lot where we just do not know what 
they are ingesting. If there are licences, they would be done privately, so 
we would not know that either. I just know that one, because I have spoken 
to the founder. 

My point is that it is possible. What is interesting about the Google example 
is that, for instance, an AI bot can give you lyrics to a song. Google has a 
lyric system that it currently licenses from the music industry. The 
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of understanding by rights holders is a significant gap that needs to be 
addressed. 

Coming back to data protection, is there wide-ranging non-compliance with 
data protection law as things stand? No. Do I think there is a risk that that 
might happen if sufficient guardrails are not kept in place? Yes. I think the 
risk exists, but I have not seen instances of wide-ranging non-compliance, 
given where we are.  

In order to understand what non-compliance might look like, it may help 
to recap very quickly what good compliance looks like under GDPR. As you 
probably know from other experts and from briefings, GDPR is a 
technology-u -
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The ways in which legitimate interest tests have been done, as far as I am 
aware, have been scrutinised by a number of regulators, not in this 
country, but we still largely apply the UK GDPR. They have been stress-
tested in Italy, France and Germany. With a few rare exceptions, it looks 
as though most large organisations putting large language models on the 
market have been able to justify their legitimate interest to regulators 
when scrutinised. As an example, even though there is some controversy 
about how a large corporation can argue that hoovering up billions of data 
points is in their legitimate interest and does not override the users’ 
interest, most regulators at the moment seem to be satisfied with their 
justifications. 

Lastly, one of the things that need to be kept in mind is that companies 
need to conduct data protection impact assessments. This is not that 
different from what we see in the AI Act in the EU, which will require 
conformity assessments of exactly how you will comply with the AI Act. 
Once again, it is a step-by-step assessment of how you look at each of the 
measures that I have just mentioned, and a number of others, and then 
put things on a sliding scale of risk. One of the things that I mentioned 
before, which Dan may have circulated to you, is the really helpful risk 
matrix I have here. It is from the Information Commissioner’s Office and 
its guidance on how data protection impact assessments should be done. 

There are two axes on the matrix: severity of impact, and the likelihood of 
harm. As you will see, it is only as you start to get to the top-right quadrant 
where serious harm is likely. The likelihood of harm is more likely than not 
that you start to get into a high-risk category. When you are high risk, at 
least under GDPR, that it triggers a mandatory consultation with the 
Information Commissioner’s Office. You need to sit down with them, show 
them all your assessments and say, “Here’s how I think I can mitigate that 
risk”. If you cannot mitigate it, your product cannot be on the market. 
Unless you are at that top-right quadrant, most of GDPR compliance 
essentially allows you to mark your own homework, unless the regulator 
steps in and tests it.  

What we see happening in the market at the moment is that most people, 
although they are marking their own homework, when stress-tested seem 
to be able to come out on the right side and prove that they are compliant. 
That is not to say that there have not been instances where it has been 
problematic. The last example was just two weeks ago. The ICO has issued 
preliminary enforcement proceedings for a major technology company. In 
that instance, we do not have a lot of public information available about it 
just yet, but I think the ICO asked for the data protection impact 
assessment, scrutinised it, and found that it was not up to scratch. 

Q56 Baroness Healy of Primrose Hill:  That is very thorough, thank you. I 
am also concerned about the inadvertent leaking of private information 
because of the way the large language models take up all this information. 
Does the individual have any right to complain? Once it is out there, it is 
impossible to get it back. What is your view on that? I might then ask 
another member of the panel.  
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Arnav Joshi:  I can start and then I am sure the others will have something 
to say.  

The Chair:  If you w
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would say, “Well, that’s wrong”. It is not because anyone ever told a large 
language model that I was six feet four; it is because that is the sort of 
thing that large language models do; they make stuff up. It would be really 



12 
 





14 
 

you are hearing arguments to the contrary from people who believe that 
US law applies here, or even that some exception would apply where I do 
not believe it does. Transparency is important for the purpose of enforcing 
those rights when they are breached.  

It would not be a bad idea to consider whether we need to extend any of 
the rights that might need to be put into place considering the new 
technological developments. We are currently in the process of thinking 
about implementing the Beijing treaty, for instance, and there are different 
ways that you can do that, such as extending moral rights, which goes 
back to attribution, and equitable remuneration, which is about 
remuneration. Those could be very relevant in this context as well. 

Richard Mollet:  There are two things that I would add to what has been 
said. One would be to look at what the European Union AI Act currently 
says. Of course, it is not quite at the end of its legislative process, so this 
may change. The European Parliament introduced an amendment calling 
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Dan Conway:  I agree. The IPO has started a process of voluntary round 
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They might say that it is too difficult to identify which are the protected 
works. If you are a responsible developer of AI and you do not know what 
is in your system, I am not sure that you are responsible. A lot of the 
objections to the ideas that we in the creative and rights holder community 
are putting forward are weak, frankly. 

Lord Hall of Birkenhead:  Thank you. Hayleigh, is there anything you 
want to add? 

Dr Hayleigh Bosher:  Only that what transparency would give you is the 
opportunity to enforce your rights. Copyright is a private right. To some 
degree, the onus is on you to enforce that right, if we are not talking about 
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Dr Hayleigh Bosher:  From a copyright perspective, the opt-out is only in 
the context of an exception. The starting position of a copyright owner is 
that you need to seek permission to copy, so it would start as an opt-in. 
Does that make sense? 

The Chair:  Yes, it does. Thank you. We will move on. 

Q61 The Lord Bishop of Leeds:  Part of the reason why we have stuff in statute 
is that voluntary does not work. There may be a conversation there. Dr 
Bosher, you said that it would help if policymakers were clear. One thing 
that is not clear is what the balance should be between government, courts 
and regulators in this whole field. Could you start by saying something, 
possibly briefly, about the role of government in choosing between 
encouraging innovation and respecting rights holders? 

Dr Hayleigh Bosher:  There are court cases. We see the judges interpret 
and apply the law as it currently stands. 

The Chair:  I should add the usual sub judice-type thing here in Parliament 
on anything active. 

Dr Hayleig h Bosher:  Yes. Just in general, I mean. That is done in 
copyright on a case-by-case basis. It might give you an answer to a very 
specific case with specific parties, but it will not necessarily tell you the 
interpretation of what the law means in general, so that can be quite 
confusing. 

For policymakers, copyright, as I mentioned at the beginning, evolves with 
culture and technology. It always has. When we had the internet, we had 
to update the law, and when we had the photocopier, we had to update 
the law. The principle of copyright is the same, but the context is slightly 
different. Sometimes that can happen more smoothly than others, 
depending on what the technology does.  

So, in this situation, we need that confirmation from the policymakers 
because the technology is moving very fast. I do not think it is necessary 
to make a specific AI copyright and put artificial intelligent words into the 
legislation because the principles already apply. It is just the confirmation 
of it that is required. Does that answer your question? 

The Lord Bishop of Leeds:  Yes, that is helpful. Thank you. Dan? 

Dan Conway:  I would be very wary about waiting for this to be decided 
just by case law. Without policymakers grasping the nettle on this one, 
there could be litigation on it for the next decade, which would move the 
goalposts around continuously. As Dr Bosher just mentioned, these cases 
are often between a single set of rights holders and a single technology 
operator, and those operators will run different models. It is my view that 
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balance between encouraging innovation and respecting rights holders? 
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horses, we definitely do not see the contradiction. It is something we are 
doing at the same time. 

Lord Lipsey:  That is helpful. Thank you. 

Q62 Baroness Featherstone:  Don Foster opened by saying that those great 
American companies are all breaking copyright. Where does that leave 
creators in this country whose copyright is being done over there? 

Dr Hayleigh Bosher:  First, I do not necessarily agree that they are 
compliant. They will court to argue about it in America under what they 
say is fair use, but it is not that straightforward. If it was so clearly 
obviously fair use, it would not be going to court. We will have to see how 
that law is interpreted and applied to see whether that is actually true. If 
it is true, we contend with the fact that the laws are different in different 
countries already, with lots of different laws, especially copyright. We have 
minimum international standards that help us trade with other countries 
and we have reciprocal remuneration agreements through our collecting 
societies so that our creators can benefit from the use of their work in 
different countries. Again, the lack of certainty is unhelpful, and that is 
something we have to manage in the meantime. It remains to be seen 
whether that is actually true or not. 

Baroness Featherstone:  Is there any timing on that? When will the first 
cases be? 

Dr Hayleigh Bosher:  Cases can go on for decades. 

Baroness Featherstone:  Dan was right in saying that you cannot wait for 
legislation. 

Dr Hayleigh Bosher:  Yes. 

Baroness Featherstone:   I mean for court cases. 

Q63 Lord Foster of Bath:  Can I ask a really noddy question? It follows on from 
the whole business of the legislative frameworks in different parts of the 
world. If I have an AI model that is generated in the United States but then 
added to for a particular purpose in the United Kingdom, which laws apply 
to which stages of production? You said right at the beginning that you had 
to check at each stage for copyright breaches and so on. 

Dr Hayleigh Bosher:  It is a great question and obviously something that 
we already contend with. The internet is cross-jurisdiction. There are court 
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The Chair:  That sounds like a question that does not lend itself to a 
straightforward, simple answer. 

Lord Foster of Bath:  Yes, but we need to know. 

The Chair:  Perhaps, Dr Bosher, I could invite you to write to us with an 
answer to that question. 

Dr Hayleigh Bosher:  I can do that, yes. 

The Chair:  That would be very helpful. Thank you, all four of you, for your 
evidence today. It was very helpful. To reiterate a point that Mr Mollet 
made earlier, we as a committee very much understand that, when it 
comes to innovation and contributions to economic growth, both the 
creative industries and the content that emerges from the creative 
industries are incredibly valuable, and it is not just all innovation from tech. 
Certainly, in our creative industries inquiry last year, one of the things that 
we were very clear about in the context of text and data mining was that 
all innovation in tech cannot be at the expense of the creative industries. 
That is a balance that we are very conscious of and very much seek to 
reflect in the way in which we are examining this very difficult question as 
part of the inquiry.  

Your evidence has been a great help. I am very grateful to you for the time 
that you have given us this afternoon. For anybody watching us live on the 
internet, please join us again tomorrow afternoon when we will be meeting 
to take evidence on the biggest question, which is about open source 
versus closed source when it comes to large language models. We will 
pause our sitting for now. Thank you very much indeed. 


